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GENERATIVE MODELS

Generator 𝐺θ

Ex: GANs use a discriminator 𝐷η and try to solve 𝑚𝑖𝑛
θ

𝑚𝑎𝑥
η

𝐿 𝐺θ, 𝐷η  

Ex: Diffusion models learn a step-conditioned generator to iteratively generate target distribution 

Random distribution
Data from datasetGenerated samples

Goal: optimize θ such that generated samples match the dataset distribution



SEEN AS STATISTICAL ESTIMATION

• Data {𝒚𝟏, … , 𝒚𝒏} sampled from 𝒀 ∼ 𝛎

• Distribution image 𝝁𝜽 = 𝒈𝜽#𝛇 defined through a generative model

samples of Z ∼ 𝛇 samples of 𝒈𝜽(Z) ∼ 𝒈𝜽#𝛇

Goal: find an estimate of θ s.t. 𝝁𝜽 and 𝛎 are close
  

?



Find an estimate of θ s.t. 𝝁𝜽 is close to 𝛎 for the optimal transport cost

θ = 𝑚𝑖𝑛
θ

OT𝑐 μθ, ν

using semi-duale formulation

OT𝑐 μθ, ν = 𝑚𝑎𝑥
ψ

 𝐸𝑋∼μθ
ψ𝑐 𝑋 + 𝐸𝑌∼ν ψ 𝑌

where ψ𝑐 𝑥 = 𝑚𝑖𝑛
𝑦

𝑐 𝑥, 𝑦 − ψ 𝑦

with 𝑐 𝑥, 𝑦 = |𝑥 − 𝑦|, we have ψ𝑐 = −ψ and we get the formulation from Wassestein GAN

OPTIMAL TRANSPORT COST

How to use OT cost as a loss? General case for any cost? Get rid of the neural network for ψ? 



➢ Goal: minimize w.r.t. θ

 
➢ distribution 𝛎 is known (data)

➢ one can sample from 𝝁𝜽 = 𝒈𝜽#𝜻 (forward generative model) 

𝑊 θ =  OT𝑐 𝑔𝜃#𝜁, ν  = 𝑚𝑎𝑥
ψ

 𝐸𝑍∼𝜁 ψ𝑐 𝑔𝜃(𝑍) + 𝐸𝑌∼ν ψ 𝑌

Can we compute a stochastic gradient of 𝑾 𝜽 ?

Proposition (envelop theorem):

Under some regularity conditions of 𝑔𝜃 and 𝑐, if ψ0
∗  is an optimal potential for θ0 then

∇𝜃𝑊 θ0 = ∇𝜃𝐸𝑍∼ζ ψ0
∗c 𝑔θ0

𝑍

Whenever both terms are well-defined

MINIMIZE OPTIMAL TRANSPORT LOSS



WASSERSTEIN GAN THEOREM 3

WGAN paper uses this to derive a gradient formula

This formula may never hold!

"Whenever both terms are well-defined"



WASSERSTEIN GAN THEOREM 3
Fixing f assume that we have fixed 𝜽:

Let 𝜽, and let f be in 𝑿∗(𝜽) … 

A depends on f 

𝜽𝟎 may therefore be different than 𝜽 

may therefore never be defined at 𝜽…

True but this was needed for this specific 𝜽…



Proposition 2 of our paper: a counter-example where the formula never holds

𝒚𝟏

𝒚𝟐

θ

μθ = δθ ν =
1

2
δ𝑦1

+
1

2
δ𝑦2

c-transform is never differentiable on the edge 
of Laguerre’s cells.

θ0 is always on the edge of these cells for ψ0
∗  

WASSERSTEIN GAN THEOREM 3 FAILING CASE



• Existence conditions and formulation of the gradient in the semi-discrete case (Theorems 3 and 4) 

• Existence conditions and formulation of the gradient for regularized entropic optimal transport (Theorem 5)

• Existence conditions and formulation of the gradient for Sinkhorn divergence (Theorem 6)

These formulations give a way to learn a generative model with stochastic gradient 

descent on the optimal transport cost

OUR PROPOSITIONS



Dataset are always finite: semi-discrete case

In this case, we can approximate an optimal potential with gradient ascent

Algorithm:
Initialize parameters of generative model θ 
Iterate:
 compute optimal potential 𝜓𝜃

∗  with gradient ascent
 perform a batch step of stochastic gradient descent with formula from theorems

CORRESPONDING ALGORITHM

Available soon here:



✓ Semi-discrete case allows to lean generative model without discriminator network

✓  proper optimal transport formulation

❖  when dataset is large, dual potential is large accordingly which impact performance

❖  need to compute an optimal potential at eatch iteration

EXAMPLE ON MNIST



Wasserstein generative models for patch-based texture synthesis, SSVM 2021 
A generative model for texture synthesis based on optimal transport between feature distributions, JMIV 2022

APPLICATION: TEXTURE SYNTHESIS



Example  patch NN Gatys et al.  Ours

TEXTURE SYNTHESIS RESULTS



CONVERGENCE ROBUSTNESS



TEXTURE INPAINTING RESULTS



Our — Optimal transport barycenter between patch distributions

Gatys — Gram loss interpolation between VGG features

TEXTURE INTERPOLATION RESULTS



Our — Optimal transport barycenter between patch distributions

Gatys — Gram loss interpolation between VGG features

TEXTURE INTERPOLATION RESULTS



THANKS!

All papers available online (HAL or ArXiv) Github ahoudard
Twitter @AntoineHouTexture synthesis code github.com/ahoudard/GOTEX
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